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Abstract—Most distributed sensing methods assume that the expected value of sensed information is same for all agents – ignoring differences in sensor capabilities due to, for example, environmental factors and sensors’ quality and condition. In this paper, we present a distributed sensing framework to exploit heterogeneity in information provided about a dynamic environment using an active-passive networked multiagent systems approach. Specifically, this approach consists of agents subject to exogenous inputs (active agents) and agents without any inputs (passive agents). In addition, if an active agent senses a quantity accurately (resp., not accurately), then it is weighted high (resp., low) in the network such that these weights can be a function of time due to varying environmental factors. The key feature of our approach is that the states of all agents converge to an adjustable neighborhood of the weighted average of the sensed exogenous inputs by the active agents.

I. INTRODUCTION

Classical distributed sensing methods assume instantaneous communication, which is not practical for situations involving a large number of agents, high-dimensional measurements, and unpredictable low-bandwidth networks [1]–[3]. Unlike classical methods, system-theoretical distributed sensing approaches involve equations of motion to describe dynamic behavior of the information fusion process, which allow one to understand overall network behavior, and can also have better robustness to uncertainties (e.g., asynchronous operations, time-varying link availability, and measurement noise) [1], [2], [4]–[8]. A key component of system-theoretical distributed sensing is a consensus algorithm needed for the information fusion process.

Among two widely-used classes of consensus algorithms, static and dynamic consensus algorithms, dynamic ones consider agreement upon time-varying quantities and are well-suited for dynamic environment applications. Existing dynamic consensus algorithms are suitable for applications where each agent is subject to one input measurement [5], [9]–[13]. However, network nodes may differ in the number of input measurements; for example, one agent may not sense a quantity and another may sense multiple quantities for certain time instants. While [14]–[17] present methods that cover applications when a portion of the agents do not perform sensing (they still assume that the rest of the agents are subject to one input measurement only), [14], [15] consider static consensus algorithms (i.e., not suitable for dynamic environments) and [16], [17] consider homogenous sensing capability across nodes.

It is important to point out that sensing capability of each agent, measured by the value of information, may not be the same for all agents due to variations in quality and condition of sensors and/or simply distance to the available information, and therefore, some agents can have better sensing power and less sensing error than others. Consequently, heterogeneity in sensing capability needs to be considered to achieve reliable and correct network performance. Even though there exist a few works [8], [16]–[20] that consider the value of information, these results either deal with analysis in the context of static consensus algorithms (e.g., assume that location of nodes and targets remain constant) or consider mission-specific scenarios (e.g., sensor placement, target tracking, or information broadcasting).

In this paper, we present a distributed sensing framework to exploit heterogeneity in information provided about a dynamic environment using an active-passive networked multiagent systems approach. This approach is introduced in [21] to remove the assumption that each agent is subject to one input measurement, which is common among the class of dynamic consensus algorithms. In particular, the approach in [21] consists of agents subject to exogenous inputs (active agents) and agents without any inputs (passive agents), where these inputs may or may not overlap within the active agents. This paper utilizes and generalizes the active-passive networked multiagent systems approach of [21] to account for heterogeneity in agents’ sensing capability measured by the value of information. Specifically, if an active agent senses a quantity accurately (resp., not accurately), then it reports a high (resp., low) value of information, and hence, it is weighted high (resp., low) in the network as compared to other agents. In addition, these weights can be a function of time due to varying environmental factors and/or changes in sensors’ quality and condition. The key feature of our approach is that the states of all agents converge to an adjustable neighborhood of the weighted average of the sensed exogenous inputs by the active agents with heterogeneous sensing capabilities.
II. Mathematical Preliminaries

The notation used in this paper is fairly standard (see, for example, [21]). We first recall some of the basic notions from graph theory and refer to [3], [22] for further details. In the multiagent literature, graphs are broadly adopted to encode interactions in networked systems. An undirected graph $\mathcal{G}$ is defined by a set $V_G = \{1, \ldots, n\}$ of nodes and a set $E_G \subset V_G \times V_G$ of edges. If $(i, j) \in E_G$, then the nodes $i$ and $j$ are neighbors and the neighboring relation is indicated with $i \sim j$. The degree of a node is given by the number of its neighbors. Letting $d_i$ be the degree of node $i$, then the degree matrix of a graph $\mathcal{G}$, $D(\mathcal{G}) \in \mathbb{R}^{n \times n}$, is given by $D(\mathcal{G}) = \text{diag}(d)$, $d = [d_1, \ldots, d_n]^T$. A path $i_0i_1 \cdots i_L$ is a finite sequence of nodes such that $i_k \sim i_{k+1}$, $k = 1, \ldots, L$, and a graph $\mathcal{G}$ is connected if there is a path between any pair of distinct nodes. The adjacency matrix of a graph $\mathcal{G}$, $A(\mathcal{G}) \in \mathbb{R}^{n \times n}$, is given by

$$[A(\mathcal{G})]_{ij} \triangleq \begin{cases} 1, & \text{if } (i, j) \in E_G, \\ 0, & \text{otherwise}. \end{cases}$$  \hspace{1cm} (1)

The Laplacian matrix of a graph, $L(\mathcal{G}) \in \mathbb{R}^{n \times n}$, plays a central role in many graph theoretic treatments of multiagent systems, is given by $L(\mathcal{G}) = D(\mathcal{G}) - A(\mathcal{G})$. Throughout this paper, we model a given multiagent system by a connected, undirected graph $\mathcal{G}$, where nodes and edges represent agents and inter-agent communication links, respectively.

Next, we introduce several necessary lemmas used in the main results of this paper.

**Lemma 1** ([3]). The spectrum of the Laplacian of a connected, undirected graph can be ordered as

$$0 = \lambda_1(L(\mathcal{G})) < \lambda_2(L(\mathcal{G})) \leq \cdots \leq \lambda_n(L(\mathcal{G})), \hspace{1cm} (2)$$

with $\lambda_1$ as the eigenvector corresponding to the zero eigenvalue $\lambda_1(L(\mathcal{G}))$ and $L(\mathcal{G})1_n = 0_n$ and $e_L(\mathcal{G})1_n = 1_n$.

**Lemma 2** ([23]). The Laplacian of a connected, undirected graph satisfies $L(\mathcal{G})L(\mathcal{G}) = I_n - \frac{1}{n}1_n1_n^T$.

**Lemma 3.** Let $K = \text{diag}(k)$, $k = [k_1, k_2, \ldots, k_n]^T$, $k_i \in \mathbb{R}_+$, $i = 1, \ldots, n$, and assume that at least one element of $k$ is nonzero. Then, for the Laplacian of a connected, undirected graph,

$$F(\mathcal{G}) \triangleq L(\mathcal{G}) + K \in \mathbb{S}^{n \times n}_+,$$  \hspace{1cm} (3)

and $\det(F(\mathcal{G})) \neq 0$.

**Proof.** Consider the decomposition $K = K_1 + K_2$, where $K_1 \triangleq \text{diag}([0, \ldots, 0, \phi_i, 0, \ldots, 0]^T)$ and $K_2 \triangleq K - K_1$, where $\phi_i$ denotes the smallest nonzero diagonal element of $K$ appearing on its $i$-th diagonal, so that $K_2 \in \mathbb{S}^{n \times n}_+$. From the Rayleigh’s Quotient [24], the minimum eigenvalue of $L(\mathcal{G}) + K_1$ can be given by

$$\lambda_{\text{min}}(L(\mathcal{G}) + K_1) = \min \big\{ x^T(L(\mathcal{G}) + K_1)x \mid x^Tx = 1 \big\}, \hspace{1cm} (4)$$

where $x$ is the eigenvector corresponding to this minimum eigenvalue. Note that since $L(\mathcal{G}) \in \mathbb{S}^{n \times n}_+$ and $K_1 \in \mathbb{S}^{n \times n}_+$, and hence, $L(\mathcal{G}) + K_1$ is real and symmetric, $x$ is a real eigenvector. Now, expanding (3) as

$$x^T(L(\mathcal{G}) + K_1)x = \sum_{i=1}^n a_{ij}(x_i - x_j)^2 + \phi_i x_i^2, \hspace{1cm} (5)$$

and noting that the right hand side of (5) is zero only if $x \equiv 0$, it follows that $\lambda_{\text{min}}(L(\mathcal{G}) + K_1) > 0$, and hence, $L(\mathcal{G}) + K_1 \in \mathbb{S}^{n \times n}_+$. Finally, let $\lambda$ be an eigenvalue of $F(\mathcal{G}) = L(\mathcal{G}) + K_1 + K_2$. Since $\lambda_{\text{min}}(L(\mathcal{G}) + K_1) > 0$ and $\lambda_{\text{min}}(K_2) = 0$, it follows from Fact 5.11.3 of [25] that $\lambda_{\text{min}}(L(\mathcal{G}) + K_1) + \lambda_{\text{min}}(K_2) \leq \lambda$, and hence, $\lambda > 0$, which implies that (3) holds and $\det(F(\mathcal{G})) \neq 0$. $\hfill \square$

III. Overview of Active-Passive Networked Multiagent Systems

In this section, we briefly overview the active-passive networked multiagent systems approach of [21]. In particular, consider a system of $n$ agents exchanging information among each other using their local measurements according to a connected, undirected graph $\mathcal{G}$. In addition, consider that there exists $m \geq 1$ exogenous inputs that interact with this system.

**Definition 1.** If agent $i$, $i = 1, \ldots, n$, is subject to one or more exogenous inputs (resp., no exogenous inputs), then it is an active agent (resp., passive agent).

**Definition 2.** If an exogenous input interacts with only one agent (resp., multiple agents), then it is an isolated input (resp., non-isolated input).

The approach presented in [21] deals with the problem of driving the states of all (active and passive) agents to the average of the applied exogenous inputs. For this purpose, the following integral action-based distributed sensing algorithm is proposed

$$\dot{x}_i(t) = -\alpha \sum_{j \neq i} (x_i(t) - x_j(t)) + \sum_{i \neq j} (\xi_i(t) - \xi_j(t)) - \alpha \sum_{i \neq h} (x_i(t) - c_h(t)), \hspace{0.5cm} x_i(0) = x_{i0}, \hspace{1cm} (6)$$

$$\dot{\xi}_i(t) = -\gamma \sum_{i \neq j} (x_i(t) - x_j(t)), \hspace{0.5cm} \xi_i(0) = \xi_{i0}, \hspace{1cm} (7)$$

where $x_i(t) \in \mathbb{R}$ and $\xi_i(t) \in \mathbb{R}$ denote the state and the integral action of agent $i$, $i = 1, \ldots, n$, respectively, $c_h(t) \in \mathbb{R}$, $h = 1, \ldots, m$, denotes an exogenous input sensed by this agent, $\alpha \in \mathbb{R}_+$, and $\gamma \in \mathbb{R}_+$. Note that $i \sim h$ notation indicates the exogenous inputs that an agent is subject to, which is similar to the $i \sim j$ notation indicating the neighboring relation between agents.

**Remark 1.** Theorem 1 of [21] shows that the states of all agents converge to the average of the exogenous inputs applied to active agents under the assumption that all active agents have the same value of sensed information, and hence, are weighted identically.
Remark 2. The proposed integral action-based distributed algorithm in (6) is applied to agents having dynamics of the form $\dot{x}_i(t) = u_i(t)$, where $u_i(t) \in \mathbb{R}$ denotes the input of agent $i$, $i = 1, \ldots, n$, satisfying the right hand side of (6) along with (7). For agents having complex dynamics, one can design low-level feedback controllers (or assume their existence) for suppressing existing dynamics and enforcing $\dot{x}_i(t) = u_i(t)$ (see, for example, Example 6.3 of [26]).

IV. EXPLOITATION OF HETEROGENEITY

The value of sensed information is not necessarily identical for all active agents due to environmental factors and/or sensors’ quality and condition, as previously discussed. In this section, we generalize the active-passive networked multiagent systems to account for heterogeneity in active agents’ sensing capability.

A. Problem Setup

We begin with proposing the following integral action-based distributed sensing algorithm

$$
\dot{x}_i(t) = -\alpha \sum_{i-j} (x_i(t) - x_j(t)) + \sum_{i-j} (\xi_i(t) - \xi_j(t)) \\
- \alpha \sum_{i=h} w_{ih}(t) (x_i(t) - c_h(t)), \quad x_i(0) = x_{i0},
$$

(8)

$$
\dot{\xi}_i(t) = -\gamma \sum_{i-j} (x_i(t) - x_j(t)) + \sigma \xi_i(t), \quad \xi_i(0) = \xi_{i0},
$$

(9)

where $x_i(t) \in \mathbb{R}$ and $\xi_i(t) \in \mathbb{R}$ denote the state and the integral action of agent $i$, $i = 1, \ldots, n$, respectively, $c_h(t) \in \mathbb{R}$, $h = 1, \ldots, m$, denotes an exogenous input sensed by this agent, $\alpha \in \mathbb{R}_+$, $\gamma \in \mathbb{R}_+$, and $\sigma \in \mathbb{R}_+$. Note that $w_{ih}(t) \in \mathbb{R}_+$ is a weight capturing the expected value of information of the exogenous input with respect to agent $i$.

Remark 3. The focus of this paper is to develop a distributed sensing framework to exploit heterogeneity in sensed information. For this reason, we implicitly assume that the value of sensed information is already modeled and known by respective agents in the network. Note that each sensor can obtain the value of information, for example, through analysis of its own measurement using relative entropy measures such as Kullback-Liebler divergence [17].

Next, let

$$
x(t) = \begin{bmatrix} x_1(t), x_2(t), \ldots, x_n(t) \end{bmatrix}^T \in \mathbb{R}^n,
$$

(10)

$$
\xi(t) = \begin{bmatrix} \xi_1(t), \xi_2(t), \ldots, \xi_n(t) \end{bmatrix}^T \in \mathbb{R}^n,
$$

(11)

$$
c(t) = \begin{bmatrix} c_1(t), c_2(t), \ldots, c_m(t), 0, \ldots, 0 \end{bmatrix} \in \mathbb{R}^n,
$$

(12)

where $m \leq n$ is assumed to ease notation without loss of generality. We can now rewrite $\mathbf{8}$ and $\mathbf{9}$ in the compact form given by

$$
\dot{x}(t) = -\alpha \mathcal{L}(\mathcal{G}) x(t) + \mathcal{L}(\mathcal{G}) \xi(t) - \alpha K_1(t) x(t) \\
+ \alpha K_2(t) c(t), \quad x(0) = x_0,
$$

(13)

Fig. 1. Active-passive networked multiagent system with two targets and three agents with nodes 1 and 2 being active and node 3 being passive.

$$
\dot{\xi}(t) = -\gamma \mathcal{L}(\mathcal{G}) x(t) - \gamma \sigma \xi(t), \quad \xi(0) = \xi_0,
$$

(14)

where $\mathcal{L}(\mathcal{G}) \in \mathbb{R}^{n \times n}_+$ satisfies Lemma 1.

$$
K_1(t) \triangleq \text{diag}([k_{1,1}(t), \ldots, k_{1,n}(t)]^T) \in \mathbb{R}^{n \times n}_+,
$$

(15)

with $k_{1,i} \in \mathbb{R}_+$ denoting the number of the exogenous inputs applied to agent $i$, $i = 1, \ldots, n$, and

$$
K_2(t) \triangleq \begin{bmatrix} k_{2,11}(t) & \cdots & k_{2,1n}(t) \\
\vdots & \ddots & \vdots \\
 k_{2,n1}(t) & \cdots & k_{2,nn}(t) \end{bmatrix} \in \mathbb{R}^{n \times n},
$$

(16)

with $k_{1,i}(t) = \sum_{j=1}^n k_{2,ij}(t)$.

Remark 4. In (13) and (14), the elements of $K_1(t)$ and $K_2(t)$ are related to the weights $w_{ij}(t) \in \mathbb{R}_+$ capturing the expected value of information. To elucidate this point, consider the active-passive networked multiagent system given in Figure 1. Let $c = [c_1, c_2, 0]^T$, where $c_1 = f(q_{T_1}, ||p_{x_1} - p_{T_1}||_2) = f(q_{T_1}, ||p_{x_2} - p_{T_1}||_2)$ (assuming $||p_{x_1} - p_{T_1}||_2 = ||p_{x_2} - p_{T_1}||_2$) and $c_2 = f(q_{T_2}, ||p_{x_2} - p_{T_2}||_2)$, with $q_{T_1}, q_{T_2}, i = 1, 2, 3$, representing the actual target quantities and $p_{x_1}, p_{x_2}$, respectively, the location of nodes. In this case, if $w_{11}(t)$, $w_{21}(t)$, and $w_{22}(t)$ respectively denote the value of information of input $c_1$ with respect to agent 1, input $c_1$ with respect to agent 2, and input $c_2$ with respect to agent 2 (note that $w_{11}(t) = w_{21}(t)$), then one can write

$$
K_1(t) = \begin{bmatrix} w_{11}(t) & 0 \\
0 & w_{21}(t) + w_{22}(t) \\
0 & 0 \end{bmatrix},
$$

(18)

$$
K_2(t) = \begin{bmatrix} w_{11}(t) & 0 & 0 \\
0 & w_{21}(t) & 0 \\
0 & 0 & 0 \end{bmatrix}.
$$

(19)

As an another example, consider the case $||p_{x_1} - p_{T_1}||_2 \neq ||p_{x_2} - p_{T_1}||_2$ and let $c = [c_1, c_2, c_3]^T$, where $c_1 = f(q_{T_1}, ||p_{x_1} - p_{T_1}||_2)$, $c_2 = f(q_{T_2}, ||p_{x_2} - p_{T_1}||_2)$, and $c_3 = f(q_{T_2}, ||p_{x_2} - p_{T_2}||_2)$. In this case, if $w_{11}(t)$, $w_{22}(t)$, and $w_{23}(t)$ respectively denote the value of information of input $c_1$ with respect to agent 1, input $c_2$ with respect to agent 2, and input $c_3$ with respect to agent 2, one can write

$$
K_1(t) = \begin{bmatrix} w_{11}(t) & 0 & 0 \\
0 & w_{22}(t) + w_{23}(t) & 0 \\
0 & 0 & 0 \end{bmatrix},
$$

(20)
\[ K_2(t) = \begin{bmatrix} w_{11}(t) & 0 & 0 \\ 0 & w_{22}(t) & w_{23}(t) \\ 0 & 0 & 0 \end{bmatrix}. \quad (21) \]

Without loss of generality, assume that \( k_{2,ij} \in [0, 1] \), which corresponds to the fact that each value of information can take values from the scaled interval \([0, 1]\) (i.e., as agents’ value of information increase about exogenous inputs, \( k_{2,ij} \) increases from 0 toward 1). Since we are interested in driving the states of all (active and passive) agents to an adjustable neighborhood of the weighted average of the exogenous inputs applied to the active agents, let

\[ \delta(t) \triangleq x(t) - \epsilon(t)1_n \in \mathbb{R}^n, \quad (22) \]
\[ \epsilon(t) \triangleq \frac{1}{K_2(t)}K_2(t)\epsilon(t) \in \mathbb{R}, \quad (23) \]

be the error between \( x_i(t), i = 1, \ldots, n \), and the weighted average of the applied exogenous inputs \( \epsilon(t) \). Based on (23), \( \epsilon(t) \) can be equivalently written as

\[ \epsilon(t) = \left(k_{2,11}(t)\epsilon_1(t) + k_{2,12}(t)c_2(t) + \cdots + k_{2,21}(t)c_1(t) + k_{2,22}(t)c_2(t) + \cdots \right) / \left(k_{2,11}(t) + k_{2,12}(t) + \cdots \right). \quad (24) \]

Note that the denominator of (24) is nonzero, since we assume that there exists \( m \geq 1 \) exogenous inputs, and hence, there exists at least one nonzero value of information weight. Furthermore, let this nonzero weight be lower bounded by \( \phi_i \in \mathbb{R}_+ \) and consider the decomposition

\[ K_1(t) = K_0 + \tilde{K}(t), \quad (25) \]
where \( K_0 \triangleq \text{diag}(0, \ldots, 0, \phi_1, 0, \ldots, 0)^T \) and \( \tilde{K}(t) \triangleq K_1(t) - K_0 \) such that \( \tilde{K} \in \mathbb{R}^{n \times n}_+ \). Note that for situations where there exists more than one nonzero value of information weights, then we can either include the lower bounds of these nonzero weights to \( K_0 \) or we simply let \( \phi_i \) to represent the smallest lower bound of these nonzero weights, and hence, we can perform this decomposition. This concludes the setup of our problem. Next, we present the stability and performance guarantees of the distributed sensing algorithm given by (8) and (9).

**B. Stability and Performance Guarantees**

Consider the error between \( x_i(t), i = 1, \ldots, n \), and the weighted average of the sensed exogenous inputs \( \epsilon(t) \) given by (22). Using Lemma 1, the time derivative of (22) can be given by

\[ \dot{\delta}(t) = -\alpha F(G, t)\delta(t) + \mathcal{L}(G)\xi(t) - \alpha L_c(t)K_2(t)c(t) \]
\[ - \epsilon(t)1_n, \quad \dot{\epsilon}(t) = \epsilon(t)1_n, \quad (26) \]

where \( F(G, t) \triangleq \mathcal{L}(G) + K_1(t) \), and \( L_c(t) \triangleq K_1(t)1_n^T/(1_n^TK_2(t)1_n) - 1_n \). Now consider

\[ \epsilon(t) \triangleq \xi(t) - \alpha \mathcal{L}^T(G)L_c(t)K_2(t)c(t). \quad (27) \]

Using Lemma 2 and noting that \( 1_n^TL_c(t) = 1_n^T[K_1(t)1_n1_n^T/(1_n^TK_2(t)1_n) - 1_n] = 0 \), (26) can be rewritten by

\[ \dot{\delta}(t) = -\alpha F(G, t)\delta(t) + \mathcal{L}(G)e(t) - \epsilon(t)1_n. \quad (28) \]

Furthermore, applying the decomposition (25) to (28), it follows that

\[ \dot{\delta}(t) = -\alpha F(G, t)\delta(t) - \alpha \tilde{K}(t)\delta(t) + \mathcal{L}(G)e(t) - \epsilon(t)1_n, \quad (29) \]

where \( F(G) \triangleq \mathcal{L}(G) + K_0 \in \mathbb{R}^{n \times n}_+ \) is a direct consequence of Lemma 3. Finally, the time derivative of (27) can be given by

\[ \dot{\epsilon}(t) = -\gamma \mathcal{L}(G)\delta(t) - \gamma s_c(t) - \alpha \gamma s_c(t)K_c(t)c(t) \]
\[ - \alpha \mathcal{L}^T(G)\tilde{K}(t)c(t) - \alpha \mathcal{L}^T(G)K_c(t)c(t), \quad \epsilon(0) = e_0, \quad (30) \]

where \( K_c(t) \triangleq L_c(t)K_2(t) \).

Next, the closed-loop error dynamics given by (29) and (30) can be rewritten as

\[ \dot{\delta}(t) = -\alpha F(G, t)\delta(t) - \alpha \tilde{K}(t)\delta(t) + \mathcal{L}(G)e(t) + s_1(t), \quad (31) \]
\[ \dot{\epsilon}(t) = -\gamma \mathcal{L}(G)\delta(t) - \gamma s_c(t) + s_2(t), \quad (32) \]

where the perturbation terms are given by

\[ s_1(t) \triangleq -\epsilon(t)1_n, \quad (33) \]
\[ s_2(t) \triangleq -\alpha \gamma s_c(t)K_c(t)c(t) - \alpha \mathcal{L}^T(G)K_c(t)c(t), \quad (34) \]

For the following results, we assume \( \|s_1(t)\|_2 \leq s_1^2 \) and \( \|s_2(t)\|_2 \leq s_2^2 \).

**Theorem 1.** Consider the networked multiagent system given by (9) and (10), where agents exchange information using local measurements through a connected and undirected graph topology. Then, the closed-loop error dynamics given by (31) and (32) are bounded.

**Proof.** The result follows by considering the Lyapunov function candidate given by

\[ V(\delta, e) = \frac{1}{2\alpha} \delta^T \delta + \frac{1}{2\gamma} e^Te, \quad (35) \]

and differentiating it along the closed loop error dynamics given by (31) and (32). \( \square \)

**Remark 5.** From Theorem 1 one can calculate an estimate of the ultimate bound for \( \delta(t) \) as

\[ \|\delta(t)\|_2^2 \leq \frac{1}{\alpha^2} \left[ \frac{\gamma^2}{\lambda_{\min}(F(G))} + \frac{\alpha^2}{\gamma} \left[ \frac{s_1^2}{\gamma} \right]^2 + \frac{2\alpha^2 s_1^2}{\gamma^2} + \frac{s_2^2}{\gamma^2 \sigma^2} \right], \quad (36) \]

where \( \|\epsilon(t)\|_2 \leq \epsilon^* \), \( \|s_c(t)K_c(t)c(t)\|_2 \leq s_c^2 \), and \( \|s_c(t)K_c(t)c(t) + L_i^T(G)K_c(t)c(t)\|_2 \leq p_2^2 \). This implies that if we choose \( \alpha \) and \( \gamma \) such that both \( 1/\alpha^2 \) and \( \alpha^2/\gamma^2 \) are small, then (36) is small for \( t \geq T \).
C. Special Case Corollaries

In the previous section, it is shown that the states of all agents can be driven to an adjustable neighborhood of the weighted average of the sensed exogenous inputs by the active agents for the case of time-varying sensed exogenous inputs, which is due to a dynamic environment, with time-varying value of information. We now give several corollaries that present special cases of Theorem 1. We begin with the case of time-varying sensed exogenous inputs and constant value of information.

**Corollary 1.** Consider the networked multiagent system given by (8) and (9), where agents exchange information using local measurements through a connected and undirected graph topology. Let the value of information be constant. Then, the closed-loop error dynamics given by (31) and (32) are bounded and the bound of $\delta(t)$ for $t \geq T$ is given by (36) with $\hat{c}^* = \hat{c}^*/(1_n^T K_2(1_n)1_n)^2$, $p_1^* = \|L(\hat{G})K_2\|_F$, and $p_2^* = \|L(\hat{G})K_2\|_F$, where $\|c(t)\|_2 \leq c^*$ and $\|\hat{c}(t)\|_2 \leq \hat{c}^*$.

The next corollary presents the case of constant sensed exogenous inputs and time-varying value of information.

**Corollary 2.** Consider the networked multiagent system given by (8) and (9), where agents exchange information using local measurements through a connected and undirected graph topology. Let the sensed exogenous inputs be constant. Then, the closed-loop error dynamics given by (31) and (32) are bounded and the bound of $\delta(t)$ for $t \geq T$ is given by (36) with $\hat{c}^* \geq \|1_n^T K_2(t)1_n\|_2$, $p_1^* = \|L(\hat{G})\|_F\|c\|_2k^*$, and $p_2^* = \|L(\hat{G})\|_F\|c\|_2k^*$, where $\|K_2(t)\|_F \leq k^*$ and $\|\hat{K}_2(t)\|_F \leq k^*$.

The bounds included in Corollaries 1 and 2 clearly show how the time rate of change of the exogenous inputs and the value of information affect (36), respectively. We now present the final case of constant sensed exogenous inputs and constant value of information.

**Corollary 3.** Consider the networked multiagent system given by (8) and (9) with $\sigma = 0$, where agents exchange information using local measurements through a connected and undirected graph topology. Let both the value of information and the sensed exogenous inputs be constant. Then, the closed-loop error dynamics given by (31) and (32) are Lyapunov stable for all initial conditions and $\delta(t)$ asymptotically vanishes.

V. ILLUSTRATIVE NUMERICAL EXAMPLES

In this section, the efficacy of the proposed distributed sensing algorithm given by (8) and (9) is illustrated using two examples. For the first example, the active-passive networked multiagent system given in Figure 2. Let the value of information and the exogenous inputs be constant, and the accuracy of the sensed target quantity decreases (resp., increases) as the distance between a node and the target gets larger (resp., smaller). In addition, let nodes 1 and 2 be sense targets 1 and 2 with perfect accuracy, respectively, and sense targets 2 and 1 with 50% accuracy, respectively. For this purpose, we set $c_1 = 1$ (node 1 measure of target 1 with perfect accuracy), $c_2 = 1$ (node 1 measure of target 2 with 50% accuracy), $c_3 = 0.5$ (node 2 measure of target 1 with 50% accuracy), and $c_4 = 2$ (node 2 measure of target 2 with perfect accuracy). Figure 3 presents the results with $\alpha = 5$, $\gamma = 10$, and $\sigma = 0$ in (8) and (9). Specifically, the top figure shows the network response with identical value of information (i.e., we set $w_{11} = w_{12} = w_{23} = w_{24} = 1$) and the bottom figure shows the same response with heterogeneous value of information (i.e., we set $w_{11} = 1$, $w_{12} = 0.1$, $w_{23} = 0.1$, and $w_{24} = 1$). As expected, utilizing heterogeneity in the value of information allows network to converge a close neighborhood of the actual average of the target quantities sensed by agents.

For the second example, we consider a networked multiagent system tracking a moving target shown in Figure 4. Each agent has a sensing radius, where the value of information obtained by the agents decrease as the target moves away from them. In this study, we set $\alpha = 20$, $\gamma = 150$, and $\sigma = 0.1$ in (8) and (9). Figure 5 shows the network response both with identical value of information and with heterogeneous value of information. Once again, utilizing heterogeneity in the
value of information allows the network to sense the actual trajectory with improved tracking accuracy.

VI. CONCLUSION

We utilized the active-passive networked multiagent systems approach to develop a distributed sensing framework that accounts for the heterogeneity in agents’ sensing capability measured by the value of information. It is shown that the states of all agents converge to an adjustable neighborhood of the weighted average of the sensed exogenous inputs by the active agents when there exists time-variation in both agents’ sensing capability and the sensed exogenous inputs. In addition, we discussed several cases when agents’ sensing capability and the exogenous inputs are time-invariant, which yields asymptotic stability of the error dynamics between the states of all agents and the weighted average of the sensed exogenous inputs. Illustrative examples indicated that utilizing heterogeneity allows the networked multiagent system to achieve better distributed sensing performance.
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